
www.manaraa.com

Modeling memory consolidation during posttraining
periods in cerebellovestibular learning
Tadashi Yamazakia,1, Soichi Nagaob, William Lennonc, and Shigeru Tanakad

aGraduate School of Informatics and Engineering, and dBrain Science Inspired Life Support Research Center, The University of Electro-Communications,
Chofu, Tokyo 182-8585, Japan; bBrain Science Promotion Division, RIKEN Brain Science Institute, Wako, Saitama 351-0198, Japan; and cDepartment of
Electrical and Computer Engineering, University of California, San Diego, La Jolla, CA 92093

Edited* by Masao Ito, RIKEN Brain Science Institute, Wako, Japan, and approved February 3, 2015 (received for review July 21, 2014)

Long-term depression (LTD) at parallel fiber–Purkinje cell (PF–PC)
synapses is thought to underlie memory formation in cerebellar
motor learning. Recent experimental results, however, suggest
that multiple plasticity mechanisms in the cerebellar cortex and
cerebellar/vestibular nuclei participate in memory formation. To
examine this possibility, we formulated a simple model of the
cerebellum with a minimal number of components based on its
known anatomy and physiology, implementing both LTD and
long-term potentiation (LTP) at PF–PC synapses and mossy fiber–
vestibular nuclear neuron (MF–VN) synapses. With this model, we
conducted a simulation study of the gain adaptation of optoki-
netic response (OKR) eye movement. Our model reproduced sev-
eral important aspects of previously reported experimental
results in wild-type and cerebellum-related gene-manipulated
mice. First, each 1-h training led to the formation of short-term
memory of learned OKR gain at PF–PC synapses, which diminished
throughout the day. Second, daily repetition of the training grad-
ually formed long-term memory that was maintained for days
at MF–VN synapses. We reproduced such memory formation
under various learning conditions. Third, long-term memory
formation occurred after training but not during training, in-
dicating that the memory consolidation occurred during post-
training periods. Fourth, spaced training outperformed massed
training in long-term memory formation. Finally, we repro-
duced OKR gain changes consistent with the changes in the
vestibuloocular reflex (VOR) previously reported in some gene-
manipulated mice.
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Long-term depression (LTD) at parallel fiber–Purkinje cell
(PF–PC) synapses in the cerebellar cortex has been thought

to be the major mechanism of motor learning (1). This Marr–
Albus–Ito hypothesis (2, 3), however, has been challenged since
Miles and Lisberger’s proposal (4) that long-term potentiation
(LTP) at mossy fiber–vestibular nuclear neuron (MF–VN) syn-
apses, not LTD at PF–PC synapses, underlies vestibuloocular
reflex (VOR) gain adaptation (4–7). In a recent study on opto-
kinetic response (OKR) gain adaptation, we found evidence
that might resolve the controversy: LTD at PF–PC synapses
(PF-LTD) and LTP at MF–VN synapses (MF-LTP) play different
roles in OKR adaptation (8–10). Namely, PF-LTD accounts for
short-term memory in PCs during 1-h training, whereas MF-LTP
forms long-term memory in VN after the 1-h training that accu-
mulates during repeated trials of 1-h training. It thus appears
as if short-term memory formed in PCs during 1-h training is
transferred to VN after training to consolidate as long-term
memory (8–10).
To investigate the mechanisms of this memory transfer and

posttraining consolidation, we conducted a computer simulation
study using a simple theoretical model of the cerebellovestibular
system including both LTD and LTP at PF–PC synapses and
MF–VN synapses. Although several theoretical models have
addressed the question of how multiple plasticity mechanisms

work together in cerebellar motor learning (11–14), none has
explicitly taken the memory consolidation process during post-
training periods into consideration. Our model reproduced
previously reported oculomotor behavioral data obtained from
wild-type mice (8–10). Notably, the simulated nuclear long-term
memory formed mostly after training and relatively little during
training, consistent with the hypothesis of posttraining memory
consolidation. We also conducted computer simulation of OKR
gain adaptation in three strains of gene-manipulated mice in
which either PF-LTD or PF-LTP was impaired specifically, or
inhibition of PCs was blocked, and reproduced gain changes
consistent with those in VOR gain adaptation in those mice
(15–17).

Results
Simple Model of Long-Term OKR Gain Adaptation. We formulated
a simple model of the cerebellum with a minimal number of
components (Fig. 1 A and B). Details of the formulation are
found in Materials and Methods. Briefly, OKR gain in the model
at time t is given by the following:

OKRðtÞ= gOKRðvðtÞ−wðtÞ+wMLIÞ; [1]

where gOKR is a constant that determines the initial gain value.
v(t) and w(t) are the synaptic weights of MF–VN synapses and
PF–PC synapses, respectively, and wMLI is the synaptic weight of
PF–molecular-layer interneuron (MLI) synapses, which was as-
sumed to be constant 1.0. v(t) was set at 1.0 initially and then
updated by the following:
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dv
dt

=
1
τv
ð−wðtÞ+wMLIÞ; [2]

where τv is the time constant of v(t). w(t) was set at 1.0 initially,
and then updated by the following:

dw
dt

=

8>>><
>>>:

1
τlearn

ð−wðtÞ+w0 − cOKRÞ        ðDuring  trainingÞ

1
τrecov

ð−wðtÞ+w0Þ                            ðAfter  trainingÞ
; [3]

where τlearn and τrecov are time constants of w(t) during training
and after training, respectively. We used separate equations for
w(t) because, in slice experiments, PF-LTD is induced quickly
within 5 min from the onset of the induction protocol and reaches
a steady state 30 min after the induction, but it can last for more
than 24 h (18, 19). w0 is the baseline synaptic weight, which is
achieved by the balance between PF-LTP and PF-LTD induced
by the association of the spontaneous activity of PFs with that of
the climbing fiber (CF). cOKR represents the temporal correla-
tion in activity between PFs and the CF during training, which
induces PF-LTD. Thus, we considered three types of plasticity
contributing to the dynamics of PF–PC synapses: spontaneous
PF-LTP, spontaneous PF-LTD, and training-induced PF-LTD.
Throughout the present study, we use the following parameter
set: gOKR = 0.3, τv = 5.5 h, τlearn = 20 min, τrecov = 2.5 h, w0 =
1.0, and cOKR = 0.3. All of these values were obtained by fitting
the OKR gain in the simulation as in Fig. 1C to that in figure 1A
of ref. 8.

Cerebellar Learning by Multiple Plasticity Mechanisms at Multiple
Sites. The dynamics of the present model is shown in Fig. 1C
(OKR gain) and Fig. 1 D and E (weights of PF–PC and MF–VN
synapses). Initially, OKR gain was 0.3. Each day, a 1-h training
increased the gain quickly by about 0.12. After the training, the
gain gradually decreased and reached a steady state within 23 h.
This result suggests that short-term memory forms by 1-h train-
ing and thereafter disappears in 1 d. On the other hand, the
OKR gain after every training did not return to the level im-
mediately before the onset of the training. As a result, by repe-
tition of the training for 5 d, the OKR gain showed a graded
increase up to 0.55, suggesting that long-term memory forms
throughout the 5 d. The simulation results fit well with the
previous observation (figure 1A in ref. 8), precisely within SEMs,
except for the gain before training on the second and third days.
Fig. 1D shows that, underlying OKR gain change in Fig. 1C,
there were combined changes of PF–PC and MF–VN synaptic
weights as in Eq. 1. PF–PC synaptic weight repeated a decrease
and complete recovery five times, whereas MF–VN synaptic
weight increased gradually day by day, mainly after every training
session. We plotted the weight change on the first day separately
in Fig. 1E. During the training, MF–VN synaptic weight in-
creased only by 0.03. After that, the weight still increased by 0.17
at the end of the day, indicating that the weight changed mainly
after training. These results indicate that PF–PC synapses store
short-term memory that is formed through 1-h training and
decays within 1 d, whereas MF–VN synapses store long-term
memory that is acquired by repeated training and maintained for
days. We note that MF–VN synaptic weight did not diverge to
infinity nor decay to zero spontaneously during posttraining
periods. Such persistence of the increased MF–VN synaptic
weight implies the formation of long-term memory.
Previous experiments have shown that, if the activity of the

cerebellar cortex is shut down by bilateral local injection of li-
docaine immediately after training on the last day of a 4-d
training, the OKR gain decreases to the level before the training

on the same day (8). This shutdown was simulated by setting the
activity of PCs to 0 after the last training (see details in SI Text).
This manipulation caused OKR gain to decrease to its pretraining
level. MF–VN synaptic weight failed to increase after training,
whereas PF–PC synaptic weight remained intact, indicating dis-
ruption of long-term memory formation. Fig. 2A compares the
simulated OKR gain before and after the shutdown in the simula-
tion result and experimental data (8). The model reproduces the
experimentally observed OKR gain. We note that the shutdown
decreases the modulation of VN activity in response to sinusoidal
MF signals, which is proportional to OKR gain, whereas it increases
the baseline activity of VN.
Infusion of the GABAA receptor agonist, muscimol, to the

cerebellar cortex immediately after training disrupts memory
transfer (9). Muscimol infusion suppresses firing of PCs by the
activation of GABAA receptors on PCs, and thereby VN is re-
leased from PC inhibition. We conducted computer simulation
of OKR adaptation under muscimol infusion into the cerebellar
cortex during posttraining periods. Specifically, we set the PC
activity at 0, as in the shutdown simulation, with a delay of 0, 30,
or 60 min after each training. Fig. 2B plots the OKR gain before
the daily training against the training period (day) in the simu-
lation results and experimental data (9). The simulated OKR
gain increased linearly day by day and the slope became steeper
with the delay. Average increases of long-term OKR gain ob-
tained by the experiment fall almost in the domain indicated be-
tween the lines of 0 and 60 min (9). Because it takes some time for
the infused muscimol to activate entire GABAA receptors on PCs
after every training session (9), the experimental results support
the plausibility of our model.

Massed Versus Spaced Training Effects. An experiment has shown
that a single 1-h training session led to less long-term OKR gain
increase when measured 24 h after training, compared with a se-
ries of shorter sessions spaced by sufficient rest, such as 15-min
training followed by 1 h of rest and repeated four times, or a single
15-min training each day and repeated for 4 d, or a single 7.5-min
training each day and repeated for 8 d (10). These results indicate
that spaced training outperforms massed training for long-term
memory formation; this phenomenon is known as the spacing
effect in general (20). We reproduced the spacing effect using the
present model.
Fig. 3 shows the OKR gain obtained from simulations in the

following paradigms: (A) a single massed training for 1 h, (B)
four 15-min trainings spaced by 1-h rest periods, (C) a single
15-min training each day and repeated for 4 d, and (D) a single
7.5-min training each day and repeated for 8 d. Among these four
paradigms, the massed training showed the largest instantaneous
OKR gain immediately after the training (Fig. 3A). The spaced
training sessions showed a mild increase in instantaneous OKR
gain after each training, but the gain showed a graded increase
across training sessions (Fig. 3 B–D). After the last training ses-
sion, the gain in spaced training paradigms exceeded that in the
massed training (Fig. 3E). These results show that spaced training
with appropriate intervals facilitates long-term memory formation,
consistent with experimental results (10).

Motor Learning in Genetically Manipulated Animals. Two recent
studies have revealed that genetically manipulated PF-LTP–
deficient mice exhibited severe motor deficits and failure of VOR
gain adaptation (15), whereas PF-LTD–deficient mice showed
seemingly normal VOR gain adaptation (16). It has therefore
been proposed that PF-LTP, rather than PF-LTD, plays an es-
sential role in cerebellar motor learning. The same group also
reported that selective depletion of GABAA receptors on PCs
disrupted long-term memory consolidation while short-term
learning remained intact in mice showing mild ataxia (17). Our
model for OKR gain adaptation would be applicable to VOR
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gain adaptation by assuming that MFs mediate vestibular signals
instead of optokinetic signals in OKR gain adaptation, because
other elements are common to the two gain adaptations. To
simulate OKR adaptation in those gene-manipulated mice, we
modified simulation settings in some cases for compensation
that may occur in genetically manipulated mice (see details in
SI Text).
We first considered the case of PF-LTP–deficient mice. In our

model, the baseline weight of PF–PC synapses, w0, is determined
by the balance of spontaneous PF-LTP and PF-LTD. According
to the model as it is, impairment of PF-LTP results in a negative
value for the baseline weight so that the value of w(t) is clamped
to 0 at the resting state. Thus, the PF–PC synaptic weight van-
ishes, and consequently PF-LTD no longer occurs. As a result,
PF-LTP–deficient simulation showed no change in OKR gain
throughout the 8-d training (Fig. 4A), similar to the VOR gain
observed experimentally (16). If we consider that the motor
performance of mice is a consequence of postnatal long-term
learning, motor performance deficits in PF-LTP–deficient ani-
mals would result from the failure of long-term learning that
started at birth (16).
Second, we considered the case of PF-LTD–deficient mice.

Due to the lack of spontaneous PF-LTD, the baseline weight w0
becomes larger than that in the normal condition. This may cause
overactivation of PCs and consequently complete inactivation of
VN; hence, the MF–VN synaptic weight does not increase due to
the present learning rule; rather it decays to 0 at rest. In a con-
ventional PF-LTD induction protocol, conjunctive activation of
PFs at 1 Hz with the CF at 1 Hz is held for 5 min (21); this
stimulation corresponds to spontaneous PF-LTD, because both
PFs and the CF elicit spikes tonically without temporal modulation.
We assumed that, in PF-LTD–deficient animals, only spontaneous
PF-LTD is impaired while training-induced PF-LTD remains

intact (i.e., MF–VN synaptic weight can change). A computer
simulation of an 8-d training demonstrated that OKR gain in
PF-LTD–deficient mice successfully increased day by day, indicating
long-term memory formation, although the gain in this condition
decayed gradually during rest (Fig. 4B). This atypical learning ca-
pability could still lead to seemingly normal OKR adaptation in
PF-LTD–deficient mice (15).
Finally, we considered the effect of selective depletion of

GABAA receptors on PCs. This manipulation tends to shift the
membrane potential of VN toward a hyperpolarized state by
strengthened inhibition from PCs, which may result in a negative

A

D E

B C

Fig. 1. Model overview. (A) Diagram of the cerebellar network. Elements (MF, GR, MLI, PC, VN, and CF), and synaptic weights (w, wMLI, v) are defined in the
text. All of the variables except wMLI are a function of time. (B) Parameter definitions. (Top) OKR(t), the depth of modulation of the VN activity in response to
sinusoidal MF signals with unit amplitude. (Bottom) w0, the baseline value ofw; cOKR, the decrement ofw during training; τlearn and τrecov, time constants ofw
during and after training, respectively; τv defines the slope of the increment of v. (C) Dynamics of the present model in long-term training for 5 d. OKR gain
change in the simulation (red) and experimental data (gray) from ref. 8 are compared. Vertical bars indicate the SEM (n = 12). (D) Synaptic weight of PF–PC
synapses (w, light blue) and MF–VN synapses (v, pink) throughout the 5-d training. (E) The values of w and v on the first day. The shaded region indicates the
1-h training period.

A B

Fig. 2. Disruption of long-term OKR gain learning. (A) Shutting down the
cerebellar cortex immediately after training of the fourth day. Simulated
OKR gain (red) with experimental data (gray) from ref. 8 are compared.
Vertical bars indicate SEM (n = 6). (B) Posttraining muscimol infusion to the
cerebellar cortex after 0, 30, or 60 min of training (red, orange, and green,
respectively). Long-term gain increment in simulation (color) and in experi-
mental data (gray) from ref. 9 are plotted for comparison. Vertical bars in-
dicate SEM (n = 6).
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baseline of OKR gain. We assumed that the gain is compensated
for genetically, and therefore we added a constant to the OKR
gain for compensation. Simulation conducted in this setting
showed that the OKR gain increased after each training but did
not accumulate by the repetition of training (Fig. 4C). This
suggests that blocking inhibitory inputs to PCs impairs long-term
memory consolidation, leaving short-term gain adaptation intact,
consistent with the VOR results (17).

Discussion
In this study, we presented a simple theoretical model of the
cerebellum that incorporates LTP and LTD at PF–PC synapses
and a bidirectional Hebbian rule at MF–VN synapses. The
MF–VN synapses update the synaptic weight according to the
correlation between the presynaptic MF activity and the post-
synaptic VN activity.
Our model successfully reproduces experimental results for

long-term OKR adaptation in the following sequential ways.
(i) Short-term memory is formed in PCs with PF-LTD by a single
session of training. (ii) After the training, the activity of VN is
higher than that before training, because the inhibition exerted
by PCs is weakened by PF-LTD. (iii) This enhanced VN activity
causes LTP at MF–VN synapses by the Hebbian mechanism.
(iv) Meanwhile, PF–PC synapses recover from PF-LTD gradu-
ally by spontaneous PF-LTP, and this causes a slow decrease in
VN activity. (v) The recovery from PF-LTD erases the learned
short-term memory, whereas (vi) the slow decrease of VN ac-
tivity acts to stop the learning at MF–VN synapses. Thus, long-
term memory is eventually formed and consolidated. These serial
processes explain how short-term memory is transferred from the
cerebellar cortex to the nuclei and consolidated there as long-term
memory after training.
In contrast to previous models (11–14), our model takes into

account the synaptic dynamics during posttraining periods ex-
plicitly and reproduces the posttraining memory transfer. Moreover,
the explicit use of posttraining periods allows our model to naturally

reproduce the spacing effect, whereby the total duration of post-
training periods is more important than that of training periods
for long-term memory formation. An inconsistency of the pres-
ent model would be that the long-term OKR gain in the model
increases linearly over time (Fig. 1C), whereas that in the ex-
periment increases in an S-shape. This comes from the linearity
of the model. We could incorporate an additional term or non-
linearity to match the simulation result more closely with experi-
ments, but we chose to keep the model as simple as possible.
Electrophysiological studies consistently indicate that plastic

changes at MF–VN or MF–cerebellar nuclear neuron (CN)
synapses follow a Hebbian rule, which induces synaptic modifi-
cation by the cooperation of presynaptic MF activity and the
postsynaptic nuclear neuron activity (22–27). Specifically, LTP at
MF–VN or MF–CN synapses is induced by a combination of
tetanic stimulation of MFs with the rebound depolarization of
VN neurons induced by the release from prolonged hyperpo-
larization (23, 25, 27). To model this type of LTP at MF–VN
synapses, our Hebbian rule has an additional parameter called
a sliding threshold (28). MF–VN synapses undergo LTP only
when the postsynaptic VN activity exceeds the threshold, and is
paired with the presynaptic MF activity. To exceed the threshold,
VN must be released from prolonged hyperpolarization or in-
hibition exerted by PCs, in accord with experimental results (23,
25, 27). These experimental results would justify the threshold
mechanism. The threshold value also changes according to the
history of postsynaptic VN activity. Higher threshold values
make MF–VN synapses more difficult to undergo LTP. This
sliding mechanism is important for robust memory consolidation.
In contrast, previous theoretical models (11–14) use a non-
Hebbian rule, by which MF–VN synaptic weight decreases when
the presynaptic MF and the PC innervating the same VN are
coactive or coinactive, and it increases when only one of the two
is active. Our model is therefore more biologically plausible with
regard to the assumed learning rule.

A

B

E

C

D

Fig. 3. Spacing effect for OKR gain adaptation. (A) Massed training, 1-h training in a day. (B) Spaced training, 15-min training spaced by 1 h, four times in
a day. (C) Spaced training, 15-min training each day for 4 d. (D) Spaced training, 7.5-min training each day for 8 d. In all cases, total training time was 1 h.
Conventions are as in Fig. 1C. In B–D, OKR gain in A is plotted by a thin dashed line for comparison. (E) Comparison of simulated OKR gain (color) with
experimental data (gray) from ref. 10. Colors for simulation data represent training paradigms as in A–D. Error bars in the experimental data indicate SEM
(n = 11, 9, 7, and 5 for A–D, respectively).
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We extracted the essence of the posttraining memory con-
solidation from the known anatomy and physiology of the cere-
bellum and described it using only three equations. Our model
reproduces OKR gain data in wild-type mice (8). We also ap-
plied our model to OKR gain adaptation in gene-manipulated
mice that exhibited peculiar changes in VOR gain (15–17). A
computational model for VOR gain adaptation has been pro-
posed (12), in which nuclear learning occurs simultaneously with
cortical learning. In that model, nuclear memory forms fully
during training and accumulates by repetition of training; post-
training periods were not considered explicitly, suggesting that
the total duration of the training but not that of the posttraining
periods determines the amount of nuclear memory formed. There-
fore, that model would not show the spacing effect. Moreover, in
that model, cortical and nuclear learning start simultaneously, but
nuclear memory is formed fully even when cortical learning is im-
perfect. On the other hand, in our model, nuclear memory would be
formed only partially during cortical learning when cortical learning
is imperfect, because nuclear learning occurs mostly after cortical
learning. In this way, considering posttraining periods explicitly or
not would provide different results.
Generalization of our model to other types of cerebellar mo-

tor learning may not be so straightforward. In Pavlovian eyeblink
conditioning, a conditioned response seems to be consolidated in
the cerebellar cortex (29–32). Even in OKR adaptation, a trace
of long-term memory remains in the cerebellar cortex as the
decrease in the number of PF–PC synapses (33, 34), which might
represent eye movement trajectory or information on OKR
phase (35–37). Moreover, consolidation of motor memory in
general should be investigated in depth from reflex to voluntary
movement, particularly in primates including humans. A be-
havioral study of long-term VOR gain learning in monkeys (38)
has shown similar memory consolidation to that seen in cats (7)
and mice (8), suggesting that memory consolidation mechanisms
are preserved from rodents to primates in reflexes such as VOR
and OKR. On the other hand, cerebral sensorimotor cortices are
thought to be involved in the learning of voluntary movement
(39). To discuss memory consolidation in human voluntary move-
ment control, we need to locate the sites of motor memory in the
cerebral cortex and cerebellum, and discriminate their functional
roles. However, we have very little knowledge on these issues
at present. Rather, the present study provides a necessary con-
ceptual piece to tackle the memory mechanism of voluntary
movement control in the future. Another theoretical study (40)
described voluntary motor learning by a set of dynamical equa-
tions with two time constants, which is similar to our model. This
study described the behavioral changes purposefully, thereby
missing the biological interpretations of synaptic plasticity that
are considered in our model.

Accumulating evidence suggests the involvement of different
forms of plasticity at multiple sites within the cerebellum (21, 41–
44). Plasticity at MF–VN or MF–CN synapses has been shown
to mediate certain functions other than storing long-term OKR
gain information. These are (i) robust VOR at very high fre-
quencies (12), (ii) savings where relearning a memory that was
previously learned and extinguished occurs faster than learning
a new memory (45), (iii) adaptive and dynamic gain control for
a closed-loop arm manipulation (46), and (iv) context-dependent
switching in voluntary arm movement while wearing prism gog-
gles (47). Nevertheless, we propose that PF-LTD plays the pri-
mary role in the induction of learning. Moreover, our model
provides a likely interpretation about the experimental results of
long-term VOR adaptation in mice deficient in PF-LTD (15)
and PF-LTP (16) by assuming that spontaneous PF-LTD is af-
fected but training-induced PF-LTD is intact in PF-LTD–

deficient mice (15). To date, there is no evidence that the PF-LTD
examined in in vitro electrophysiological studies is equivalent to
the PF-LTD that occurs in awake animals during motor learning
(21). Therefore, PF-LTD, specifically training-induced PF-LTD,
is still central to cerebellar learning. This view is logical because
PF-LTD is driven by teaching or error signals conveyed by CFs.
MLIs also receive CF inputs and exhibit bidirectional plasticity
(48). They could influence the spontaneous activity of PCs after
training, thereby affecting long-term memory formation indirectly.
CF collaterals might provide teaching signals to the VN. Such con-
nections, however, do not exist in rats (49), suggesting that PCs, but
not CF collaterals, control plasticity at MF–VN synapses.
In summary, the present model, taking posttraining memory

consolidation into account explicitly, provides a theoretical basis
toward elucidating multiple plasticity mechanisms in cerebellar
learning and memory beyond the Marr–Albus–Ito theory.

Materials and Methods
We derived a system of differential equations based on the known anatomy
and physiology of the cerebellum. Fig. 1A illustrates the cerebellar neural
circuit that the present model is based on (50).

Let MF(t), GR(t), PC(t), MLI(t), VN(t), and CF(t) be the activities of MFs,
granule cells (GRs), PCs, MLIs including stellate and basket cells, excitatory
VNs that receive direct cerebellar inhibition, and a CF at time t, respectively.
We considered population activity for each cell type, rather than single-
neuron activity.

We assumed that GRs simply transmit MF signals to PCs and MLIs via PFs,
the axons of GRs:

GRðtÞ=MFðtÞ: [4]

We also assumed that MLIs simply transmit GR activity to PCs:

MLIðtÞ=wMLIGRðtÞ, [5]

where wMLI is a constant representing the synaptic weight of PFs to the
interneurons. PCs receive excitatory inputs from PFs and inhibitory inputs
from MLIs:

PCðtÞ=wðtÞGRðtÞ−MLIðtÞ+ PC0, [6]

where w(t) is the synaptic weight of PFs to PCs at time t, and PC0 is the
spontaneous activity of PCs. VNs receive inputs from MFs and PCs:

VNðtÞ= vðtÞMFðtÞ− PCðtÞ+VN0, [7]

where v(t) is the synaptic weight of MFs to the VN at time t, and VN0 is the
spontaneous activity of VN.

w(t) and v(t) can change by learning. w(t) is updated by the following rule:

τw
dw
dt

=−wðtÞ+ ÆGRðtÞæ− ÆGRðtÞCFðtÞæ, [8]

where τw is a time constant that is much longer than the time constant of
stimulus patterns conveyed by MF, and ÆfðtÞæ represents the temporal av-
erage of f(t) over the time span much shorter than τw. The first term on the
right-hand side represents spontaneous decay of the synapses. The second term

A B

C

Fig. 4. Simulation of long-term OKR gain adaptation in gene-manipulated
animals. (A) PF-LTP–deficient simulation. (B) PF-LTD–deficient simulation.
(C ) Selective depletion of GABAA receptors on PCs. In all panels, we plotted
the gain change (Δgain), not the gain value itself, because we do not have
experimental data of actual OKR gain values and rather we intended to
show whether learning, either short-term or long-term, occurs in each case.
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represents LTP triggered by sole activation of GRs (51, 52). The third term
represents LTD, which is triggered by conjunctive activation of GRs via PFs
and the CF innervating the target PC (1). The term cOKR in Eq. 1 is derived
from the term ÆGRðtÞCFðtÞæ in Eq. 8 and defined as ÆδMFðtÞδCFðtÞæ, which
represents the temporal correlation between modulation of MFs and that of
the CF to drive cortical learning (for derivation, see SI Text). v(t) is updated
by the following rule:

τv
dv
dt

=−ÆMFðtÞævðtÞ+ ÆMFðtÞðVNðtÞ− θðtÞÞæ, [9]

where τv is a time constant. The first term on the right-hand side represents
LTD triggered by activation of MFs alone (24). The second term represents
bidirectional plasticity induced by conjunctive activation of MFs and VN, that
is, a form of Hebbian learning. The parameter θ(t) is a sliding threshold that
switches between LTP and LTD depending on the postsynaptic activity (28).
Specifically, θ(t) is a running average of VN(t) defined by the following:

θðtÞ= ÆVNðtÞæ: [10]

This formulation is consistent with the results of electrophysiological studies
of LTP induction byMF stimulation paired with postsynaptic current injection
(23, 25, 27) as mentioned in Discussion.

We omitted other types of neurons and their connections (Discussion).
Derivation of OKR gain and related learning rules, and conditions of com-
puter simulation, are described in SI Text.
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